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Deriving the Stirling approximation:  

Replace the  sum with  
integral

Probability and Statistics: 3



Accuracy of Stirling

468 Useful mathematics

The integral in this expression can be evaluated with the help of eqn C.3
to be

∫ ∞

0
e−(x−n)2/2n+··· dx ≈

∫ ∞

−∞
e−(x−n)2/2n dx =

√
2πn. (C.17)

(Here we have used the fact that it doesn’t matter if you put the lower
limit of the integral as −∞ rather than 0 since the integrand, e−(x−n)2/2n,
is a Gaussian centred at x = n with a width that scales as

√
n so that

the contribution to the integral from the region between −∞ and 0 is
vanishingly small as n becomes large.) We have that

n! ≈ en ln n−n
√

2πn, (C.18)

and hence
lnn! ≈ n ln n − n + 1

2 ln 2πn, (C.19)

which is one version of Stirling’s formula. When n is very large, this
can be written

lnn! ≈ n ln n − n, (C.20)

which is another version of Stirling’s formula.

Fig. C.4 Stirling’s approximation for
ln n!. The dots are the exact results.
The solid line is according to eqn C.19,
while the dashed line is eqn C.20. The
inset shows the two lines for larger val-
ues of n and demonstrates that as n be-
comes large, eqn C.20 becomes a very
good approximation.

The approximation in eqn C.19 is very good, as can be seen in Fig. C.4.
The approximation in eqn C.20 (the dotted line in Fig. C.4) slightly
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We will used the dashed
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